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Objectives/Goals
With technology improving everyday, we are getting closer and closer to true integration with machines
that augment our abilities. With this opportunity, we can improve our lives in innumerable ways. The
advent of affordable brain reading devices has created a revolution of sorts. These devices can help
amputees regain control of their limbs without the cost of multi-thousand dollar prosthetics. My project
has three major implementation phases over a six year period, starting with controlling a simple robotic
arm, by utilizing concentration levels and eye movements of the user. The second phase includes
smoother movements and better Electroencephalogram (EEG)  data. By the third phase, I will not only be
able to control a simple robotic arm, but other objects and programs that will be able to be integrated into
our daily lives. I am currently on the second phase. What I plan on working on next is to further increase
ease of use, as well as broadening the applications of my project.

Methods/Materials
After doing some research, I settled on using the Emotiv EPOC headset, whose sensors are similar to
those of a lab EEG machine, containing multiple, wet sensors. My project utilizes thoughts and facial
movements to control a robotic arm. When a certain thought/facial movement is triggered, a key is
#typed# by the program. The keys are then detected by a program that I wrote that runs on the computer,
and sends that information on to an Arduino, which I programmed to interpret the signals and send them
on to the robotic arm. This robotic arm is then directly controlled by an Arduino which, as mentioned,
receives instructions from a separate program running on a computer.

Results
To be able to control the headset consistently, some training is required. With practice, I am able to
control my thoughts consistently and, therefore control the robotic arm. Because the headset
communicates wirelessly, signal interference is a big issue. This causes difficulty when using the device
#out in the wild#, but inside a house or other building where interference is low, the project works very
well.

Conclusions/Discussion
I have created an interface between a person and their thoughts and a robotic arm. It uses facial
movements to control the motor direction, and thoughts to control which motor is being used. The device
can be used accurately by different people, given some time to practice.

I control a robotic arm using EEG and EMG signals
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