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Objectives/Goals Abstract \)

Jabberwocky is a next generation spelling and grammar checking thet p unsupervised
autoencoders to make corrections from actual understanding of sefitghs reates afar more
accurate spell checker, comparable to a human editor. Using unsipé able use a huge
amount of data, removing the need for structured training datg/MNs siegkers need. It isable to
learn individual or group spelling patterns to further gagment thsCoMvecti id structured datasets

specific to the targeted user group.
Methods/Materials
The program needs to use entire sentencesin order to be abMs ¥lext of the sentenceto help
servised models for neural networks. |

decided on an noising filtering autoencoder based QSN Ttering autoencoder is atype of
neura network, whereby it tries to reproduce theln W{Ndut noise. Autoencoders have never
been used for text correction making this projec YOblem of grammar and spelling
correction very novel.

Results
Currently the network can make extrem SQUIrakg correctidggon simple sentences. This proves that both
an unsupervised neural network ca@ 8| Csgrection, and that noise filtering does work on
natural language. The program has e to fixwQprsRer grammar and correct spelling on repeatedly

Jabberwocky has many uses, one sy bét like Yelp, Airbnb and Wikipedia could be
completely free of spelling ang leading to the site#s content being more readable and

i i f i parch sites could use Jabberwocky on their queries,
NEs need to watch for improper use of spelling and

thereby removing the need tq §
gnjly trained for correcting text, could theoretically be adapted

grammar. Lastly, Jabb

Summary t
Using ked noise fllterl ng autoencoders for creation of a extremely powerful NL
correcti on r primarily aimed at Dyslexics).

Help Received

Classmate helped W|th the dataset |oader; Andrew Saxe helped explaining about neural network training
and math; Jen Selby helped with time management.
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