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Objectives/Goals Abstract \)
Currently, the use of neural networks has been restricted to image clesssiicati

been a challenge due to the difficulty of fusing spatial-temporal i S .
a deep learning architecture involving convolutional neural netwdg RJTECUrrent neural
networks (RNNs) with LSTMs as a viable solution for video cj@i\cati

Methods/M aterials
To perform feature computation, two CNNs are used@pr Cess ra 'dual frames and optical flow
images from the UCF-101 Video, CIFAR-10, and Micro: 8y, After filter learning, feature

iate Pool ing, and Nel ghborhood

Poolmg A softmax classifier, the fina Iayer in thef fo S ecture, returns the prediction.
Training is done by coupling stochastic gradient wit N 28 U9 for optimization processes, and
weight decay of 0.0005 was used with alearning * A8727; 10&#8722;5. The LSTM
Architecture provides output by returning the pfedicteQ athe Iast t| me step.

Results

Conv Pooling had the best results at,89.6% #wen\sing the tge datasets. Comparing the Conv Pooling
with the deep RNN using L STMs,£hg second tésturdaggregation method, LSTMs outperformed Conv
Pooling at 90.5%. These are compar QoS identifyi
range temporal relationships bg

% instead of using the naive method of performing
v Pooling was optimal, it was concluded that
olutional layer isimportant. It is clear that LSTMs

| was able to surpass the benchn™s
3D convolutions over each singleg

architecture coupling CNNs and RNNs with LSTMsto aid in the problem of
hich can be extended to applications ranging from military assistance to
for the blind.
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